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Abstract. Stochastic counterparts of the Cauchy problem for systems of

nonlinear second order parabolic equations written in terms of forward SDEs

and FBSDEs are derived and studied. There are selected two types of nonlin-
ear PDE systems arising in applications and there are developed two different

stochastic approaches to study them. The stochastic approach to systems of

the first type allows to develop a numerical algorithm to construct the Cauchy
problem solutions based on the suitable FBSDE and the neural network tech-

nique. The stochastic approach to systems of the second type extends the
results obtained in the theory of McKean-Vlasov type equations.

1. Introduction

In this paper we derive stochastic interpretations of the Cauchy problem for
several classes of systems of nonlinear parabolic equations.

Namely, we consider the forward Cauchy problem for systems of nonlinear par-
abolic equations and show that one can construct probabilistic representations of
their solutions. We note that probabilistic interpretation could be applied both
to better understanding of a ”physical” nature of the PDE system under consid-
eration and as a mere effective tool to construct an effective numerical scheme
to obtain an approximation of a solution to the PDE system. We put the word
physical in quotes since it is true as well for systems describing chemical, biological
or financial objects.

In this paper we review some known stochastic models associated with the
forward Cauchy problem for systems of nonlinear parabolic equations and suggest
a new one. All the systems considered here belong to the class of the so called
reaction-diffusion systems arising as mathematical models in various fields, namely,
in physics, chemistry, biology and so on and were studied by many authors (see
[1], [2] and references there).

As a matter of fact we consider stochastic systems which underline the forward
Cauchy problem solutions for two types of nonlinear PDE systems. A system of
the first type can be easily reduced to the backward Cauchy problem for a suitable
PDE system while a system of the second type does not allow such a reduction.
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The first type of second order parabolic equation systems includes systems of
the form

∂um

∂t
=

1

2
TrB(x, u)∇2um + am(x, u) · ∇um +

d1∑
q=1

d∑
i=1

Ci
mq(x, u)∇iuq+ (1.1)

+

d1∑
q=1

cmq(u)uq = f(t, x, u), um(0, x) = u0m(x), x ∈ Rd, m = 1, . . . , d1,

and

∂vm
∂t

=
1

2
TrBm(x, v)∇2vm + am(x, v) · ∇vm +

d1∑
q=1

cmq(x, v)vq = 0, (1.2)

vm(0, x) = v0m(x).

Here d, d1 are integers, u(t, x) ∈ Rd1 , x ∈ Rd t ∈ [0, T ],

∇u(x) = {∇iu(x)}di=1, ∇2u = {∇2
yiyj

u}di,j=1, T rB∇2u =

d∑
i,j=1

Bij∇2
yiyj

u,

x · y =
∑d

i=1 xiyi is the inner product in Rd, B = AA∗ ≥ 0, where A∗ denotes a
dual matrix.

The forward Cauchy problem (1.1), (1.2) could be easily reduced to the back-
ward Cauchy problem for suitable systems of parabolic equations

∂gm
∂t

+
1

2
TrB(x, g)∇2gm + am(x, g) · ∇gm +

d1∑
q=1

d∑
i=1

Ci
mq(x, g)∇igq+ (1.3)

+

d1∑
q=1

cmq(x, g)gq = fm(t, x, g), gm(T, x) = u0m(x),

and

∂fm
∂t

+
1

2
TrBm(x, f)∇2fm + am(x, f) · ∇um +

d1∑
q=1

cmq(x, f)fq = 0, (1.4)

fm(T, x) = u0m(x)

respectively. To this end it is enough to set

um(t, x) = gm(T − t, x), vm(t, x) = fm(T − t, x).

Stochastic approach to investigation of scalar equations of this type called
semilinear parabolic equations was developed by M.Freidlin [3]. This approach
was extended to systems of semilinear parabolic equations by by Yu.Dalecky and
Ya.Belopolskaya [4], [5]. In addition, it was extended in [6], to systems of quasilin-
ear and fully nonlinear parabolic equations and systems. We say that an equation

∂v

∂t
=

1

2
TrBv(x)∇2v + av(x) · ∇v + cv(x)v, v(0, x) = u0(x)

is semilinear, quasilinear or fully nonlinear if its coefficients have the form

av(x) = a(x, v), av(x) = a(x, v,∇v) or av(x) = a(x, v,∇v,∇2v)
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respectively.
An alternative approach to quasilinear equations was suggested by E.Pardoux

and S.Peng [7], [8] and developed by many authors (see [9] –[11] and references
there). This approach was applied to systems of the form (1.3) in [12] and to
systems of the form (1.4) in [8].

The second type of systems includes systems of the form

∂µm

∂t
=

1

2

d1∑
q=1

∆(Bmq[y, µq]µm)−
d1∑
q=1

div(bmq[y, µq]µm)

+

d1∑
q=1

cmq[y, µq]µm, µm(0, dy) = u0m(y)dy, (1.5)

and

∂µm

∂t
=

1

2
div

[
d1∑
q=1

Bmq[y, µq]∇µm

]
+

d1∑
q=1

cmq(u)µq (1.6)

µm(0, y) = u0(y)dy, y ∈ Rd.

Here Bij
mq(y, µ) is the forth order tensor m = 1, . . . , d1, i, j = 1, . . . , d and we use

notation of the type

Bmq[y, µq] =

∫
Rd

Bmq(y − x)µq(dy).

We show that one can construct stochastic models associated with systems of
both types and derive probabilistic representations of the Cauchy problem solu-
tions for these systems.

The pioneer paper concerning connections between the forward Cauchy problem
(1.5) for the case d1 = 1 is due to H.McKean [13]. The theory was extended in a
number of papers ( see references in [14].) In these papers there were constructed
stochastic processes which allowed to derive probabilistic representations for the
required solutions of the Cauchy problem for semilinear parabolic equations under
consideration.

Let us briefly recall the both approaches.
The Freidlin’s approach to the Cauchy problem for a forward semilinear para-

bolic equation

∂v

∂t
=

1

2
TrA(x, v)∇2vA∗(x, v) + a(x, v) · ∇v + c(x, v)v, v(0, x) = u0(x) (1.7)

is based on the possibility to reduce (1.7) to the backward Cauchy problem

∂u

∂t
+
1

2
TrA(x, u)∇2uA∗(x, u)+a(x, u)·∇u+c(x, u)u = 0, u(T, x) = u0(x). (1.8)

setting u(T − t, x) = v(t, x).
To construct a stochastic model associated with (1.8) we fix a probability space

(Ω,F , P ) and denote by w(t) the Wiener process valued in Rd defined on this
probability space. Let Ft ⊂ F be a flow of σ- sub-algebras of F generated by
w(t).
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Given a fixed time T > 0 one can interpret (1.8) as the backward Kolmogorov
equation for a stochastic process satisfying the stochastic differential equation
(SDE)

dξ(θ) = a(ξ(θ), u(T − θ, ξ(θ)))dθ+A(ξ(θ), u(T − θ, ξ(θ)))dw(θ), ξ(t) = x, (1.9)

where

u(T − t, x) = E
[
u0(ξt,x(T ))e

∫ T
t

c(ξt,x(τ),u(T−τ,ξt,x(τ)))dτ
]
. (1.10)

The stochastic representation (1.10) of the solution u(T − t, x) to the Cauchy
problem (1.8) allows to reduce the original Cauchy problem (1.8) to an integral
equation (1.10). Next one has to state conditions on coefficients in (1.9) and the
function u0 which allow to find a suitable functional space where a nonlinear map
ΦT (t, x, u) = u(T − t, x) generated by this integral equation is a contraction. If
moreover one can prove that in addition the function u(t, y) satisfying (1.10) is
twice differentiable then he can state that it is a unique classical solution to (1.8).

The investigation of nonlinear forward Kolmogorov equations and systems of
the form (1.5), (1.6) is a more delicate thing. First, due to the probabilistic
interpretation to be described below, we know that solutions of these equations
should be either measures or measure densities. If we look for a solution of the
system (1.3) in a space of measures then the coefficients of the equations should
be nonlinear functionals of the solution.

The approach developed by McKean [13] allows to construct a stochastic model
associated with the Cauchy problem for the Vlasov equation

∂u(t, y)

∂t
=

1

2
Tr∇2(B[y, u]u(t, y))− div(a[y, u]u(t, y)), u(0, y) = u0(y). (1.11)

arising in plasma physics. Here Tr∇2(B[y, u]u) =
∑d

i=1
∂2(Bij [y,u]u)

∂yi∂yj
, Bij [y.u] =∑d

k=1 Aik[y, u]Akj [y, u] is a positive matrix, div a[y, u] =
∑d

i=1 ∇yi
ai[y, u] and

coefficients A[y, u] ∈ Rd ⊗Rd, a[y, u] ∈ Rd have the form

ai[y, u] =

∫
Rd

· · ·
∫
Rd

ai(y, y1, . . . , yd)u(y1) . . . u(yd)dy1 . . . dyd, i = 1, . . . , d.

(1.12)
The parabolic equation (1.11) can be treated as a forward Kolmogorov equation for
a distribution u(t, dy) = P{ξ(t) ∈ dy} of a stochastic process ξ(t) ∈ Rd governed
by a stochastic equation

ξ(t) = ξ(0) +

∫ t

0

[∫
R

· · ·
∫
R

a(ξ(s), y1, . . . , yd)u(s, dy1) . . . u(s, dyd)

]
ds+

+

∫ t

0

[∫
Rd

· · ·
∫
Rd

A(ξ(s), y1, . . . , yd)u(s, dy1) . . . u(s, dyd)

]
dw(s), (1.13)

where ξ(0) ∈ Rd does not depend on w(t) and P (ξ(0) ∈ dy) = u0(y)dy.
Two stochastic approaches to the forward Cauchy problem for systems of non-

linear parabolic equations (1.3) were developed in [5], [12]. One of them is based
on forward SDEs associated with the system and the other is based on forward-
backward SDEs (FBSDEs) associated with it. Both approaches can be useful to
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develop effective algorithms to construct numerical approximations of classical and
viscosity solutions of the Cauchy problem for systems of nonlinear PDEs [15], [16].

In this paper we describe an approach to construct an algorithm to obtain a
numerical solution of (1.1) based on the FBSDE underlying (1.3). It extends the
approaches suggested in recent papers [17]– [20].

We consider as well a stochastic interpretation of systems (1.5) and (1.6).
The remaining part of the paper is structured as follows. In section 2 we develop

and study stochastic counterparts of the Cauchy problem (1.3) in terms of forward
SDEs and FBSDEs.

In section 3 we develop a numerical algorithm to construct the Cauchy prob-
lem solution for (1.3) based on its connection with the FBSDE and using neural
network technique.

In section 4 we derive a stochastic representation of the systems (1.5) and (1.6).
Finally in section 5 we study the derived stochastic counterparts of (1.5) and

(1.6) and their connection with the Cauchy problem for PDEs.

2. Stochastic models of the forward Cauchy problem for type 1
systems

Denote by C∞
0 (Rd) (C∞

0 ([0, T ] × Rd)) the space of infinite differentiable func-
tions defined on Rd (on [0, T ] × Rd ) with compact supports and let Cb(R

d) be
the space of bounded continuous functions f : Rd → R with the norm ∥f∥∞ =
supx |f(x)|. We use notations Ck(Rd) for the space of k-times differentiable real
valued functions defined on Rd.

To simplify notations below we assume the Einstein convention about summing
over the repeating indices if the contrary is not mentioned.

Consider the forward Cauchy problem for systems of the form

∂um

∂t
=

1

2
TrB(y, u)∇2um+a(y, u)·∇um+F k

mq(y, u)∇yk
uq+cmq(y, u)uq, (2.1)

um(0, y) = u0m(y), m, q = 1, . . . , d1,

where B = AA∗ > 0 is a positive definite matrix, F k
mq =

∑d
j=1 C

j
mqA

jk and

∂gm
∂t

=
1

2
TrBm(y, g)∇2gm + am(y, g) · ∇gm + cmq(y, g)gq, (2.2)

gm(0, y) = g0m(y).

Notice that in (2.2) the summation in m is not assumed.
Similar to the scalar case described in the introduction one can easily verify

that functions vm(T − t, y) = um(t, y) satisfy the backward Cauchy problem

∂vm
∂t

+
1

2
TrB(y, v)∇2vm+a(y, v)·∇vm+F k

mq(y, v)∇yk
vq+cmq(y, v)vq = 0, (2.3)

vm(T, y) = u0m(y), m, q = 1, . . . , d1

and a similar transformation gm(t, y) = fm(T − t, y) allows to reduce the Cauchy
problem (2.2) to the corresponding backward Cauchy problem.

∂fm
∂t

+
1

2
TrBm(y, f)∇2fm + am(y, f) · ∇fm + cmq(y, f)fq = 0, (2.4)
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fm(T, y) = g0m(y), m = 1, . . . , d1.

Note that both of these systems (2.3) and (2.4) admit a reduction to scalar
equations. Namely, the system (2.3) can be treated as a scalar equation with
respect to the function Φ(t, y, h) = h · v(T − t, y) defined on [0, T ]×Rd ×Rd1 , h ∈
Rd1 . The system (2.4) can be treated as a scalar equation with respect to a function
f(T−t, y,m) = fm(T−t, y), m ∈ V = {1, 2, . . . , d1} defined on [0, T ]×Rd×V . This
comes to be obvious when one looks on probabilistic representations of solutions
to (2.3) and (2.4) (see [5],[8], [?]).

To obtain a probabilistic representation of a classical solution of the Cauchy
problem (2.3) we consider a stochastic problem

dξ(θ) = a(ξ(θ), v(T − θ, ξ(θ)))dθ+A(ξ(θ), v(T − θ, ξ(θ)))dw(θ), ξ(t) = y, (2.5)

dη(θ) = c∗(ξ(θ), v(T−θ, ξ(θ)))η(θ)dθ+C∗(ξ(θ), v(T−θ, ξ(θ)))(η(θ), dw(θ)), (2.6)

h · v(T − t, y) = E[ηt,h(T ) · u0(ξt,y(T ))], η(t) = h. (2.7)

The existence and uniqueness of a solution to the system (2.5) – (2.7) were
proved in [5]. Besides it was proved that if coefficients and initial data are smooth
enough then (2.7) defines a unique classical solution of the Cauchy problem (2.3)
.

The representation (2.7) prompts that the system (2.3) can be considered as a
scalar equation w.r.t. Φ(T − t, γ) = h · v(T − t, y)⟩, γ = (y, h)

∂Φ

∂t
+

1

2
TrQ(γ,Φ)∇2

γΦQ
∗(γ,Φ) + q(γ,Φ) · ∇γΦ = 0 (2.8)

and
Φ(T, γ) = Φ0(γ) = h · u0(ξ(T )), γ = (y, h).

Here q(γ) and Q(γ) are given by

q(γ,Φ) =

(
a(x, v)
c(x, v)h

)
,

Q(γ,Φ)Q∗(γ,Φ) =

(
A(x, v)A∗(x, v) A(x, v)C(x, v)h
A(x, v)C(x, v)h M

)
,

where M is arbitrary bounded function such that QQ∗ is a positive matrix. One
can check that

1

2
TrQ(γ,Φ)∇2ΦQ∗(γ,Φ) =

h · 1
2
Tr

(
A(x, v)A∗(x, v) C(x, v)A(x, v)
C(x, v)A(x, v) M

)(
∇2v ∇v
∇v 0

)
=

1

2
h · TrA(x, v)A∗(x, v)∇2v(x) + C∗(x, v)h ·A(x, v)∇v,

q(γ,Φ) · ∇γΦ(γ) = h · a(x, v)∇v + c∗(x, v)h · v(x).
Let us briefly show that this point of view allows to apply the FBSDE theory to

construct a viscosity solution of a quasilinear system of the form (2.3) (see details
in [12]).

Given Φ(t, γ) = h · u(t, y) we denote

∥Φ(t, γ)∥1 = sup
{h:∥h∥=1,y∈Rd}

|h · u| = ∥u∥.
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Consider stochastic processes

γ(t) = (ξ(t), γ(t)), Y (t) = Φ(T − t, γ(t)) = η(t) · v(T − t, ξ(t))

and
Z(t) = ∇Φ(t, γ(t)),

where ξ(t) and η(t) satisfy stochastic equations of the form (2.5), (2.6) with coef-
ficients depending on (x, v,∇v). Then we obtain an equation of the form

dγ(t) = q(γ, Y (t), Z(t))dt+Q(γ, Y (t), Z(t))dW (t), γ(s) = (x, h) (2.9)

where W (t) = (w(t), w(t))∗ ∈ R2d. Assume that Φ(t, γ) is twice differentiable in
γ and apply the Ito formula to obtain dΦ(t, γ(t)). As a result we get a relation

Φ(T, γ(T ))− Φ(t, γ(t)) =

∫ T

t

[
∂Φ(τ, γ(τ))

∂τ
(2.10)

+
1

2
TrQ(γ(τ),Φ(τ, γ(τ)),∇Φ(τ, γ(τ)))∇2Φ(τ, γ(τ)))Q∗(γ(τ),Φ(τ, γ(τ)),

∇Φ(τ, γ(τ))) + q(γ(τ),Φ(τ, γ(τ)),∇Φ(τ, γ(τ))) · ∇Φ(τ, γ(τ))]dτ+∫ T

t

Q(γ(τ),Φ(τ, γ(τ)),∇Φ(τ, γ(τ)))∇Φ(τ, γ(τ)) · dW (τ)).

Since Y (τ) = Φ(τ, γ(τ)) and Z(τ) = ∇Φ(τ, γ(τ)) we deduce from (2.8) and (2.10)
that

Y (t) = Y (T )−
∫ T

t

Q(γ(τ), Y (τ), Z(τ))Z(τ) · dW (τ), (2.11)

where Y (T ) = Φ0(γ(T )) = η(T ) · v0(ξ(T )). As a result we get a BSDE

dY (t) = Q(γ(t), Y (t), Z(t))Z(t) · dW (t), Y (T ) = η(T ) · v0(ξ(T )) (2.12)

associated with (2.8).
One can extend this approach to systems of quasilinear parabolic equations of

the form
∂um

∂t
+

1

2
TrB(y, u,∇u)∇2um + a(y, u,∇u) · ∇um +F k

mq(y, u,∇u)∇yk
uq+ (2.13)

cmq(y, u,∇u)uq + Lm(y, u,∇u) = 0,

um(T, y) = u0m(y), m, q = 1, . . . , d1.

Repeating the previous arguments we reduce the Cauchy problem (2.13) to the
scalar Cauchy problem

∂Φ

∂t
+

1

2
TrQ(γ,Φ,∇Φ)∇2

γΦQ
∗(γ,Φ,∇Φ) + q(γ,Φ,∇Φ) · ∇γΦ+M(γ,Φ,∇Φ) = 0

(2.14)
and

Φ(T, γ) = Φ0(γ) = h · u0(ξ(T )), γ = (y, h).

Here q(γ,Φ,∇Φ) and Q(γ,Φ,∇Φ) are given by

q(γ,Φ,∇Φ) =

(
a(x, v,∇v)
c(x, v,∇v)h

)
, Q(γ,Φ,∇Φ)Q∗(γ,Φ,∇Φ) =

=

(
A(x, v,∇v)A∗(x, v,∇v) A(x, v,∇v)C(x, v,∇v)h
A(x, v,∇v)C(x, v,∇v)h 0

)
.
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Finally, we consider the system (2.14) and describe its stochastic counterpart

dγ(τ) = q(γ(τ), Y (τ), Z(τ))dτ +Q(γ(τ), Y (τ), Z(τ))dW (τ), γ(t) = (x, h), (2.15)

dY (τ) = −M(γ(τ), Y (τ), Z(τ))dτ +Q(γ(τ), Y (τ), Z(τ))Z(τ) · dW (τ), (2.16)

Y (T ) = η(T ) · v0(ξ(T )),
where M(γ, Y, Z) = h · L(y, Y, Z).

To obtain a closed system which allow to define three unknown processes
ξ(t), Y (t) and Z(t) satisfying (2.15), (2.16) we consider the square integrable mar-
tingale

N(t) = E[Y (T ) +

∫ T

0

M(γ(τ), Y (τ), Z(τ))dτ |Ft].

Then we apply the Ito theorem which states the existence of a unique process Z(t)
such that

N(T ) = E[N(T )] +

∫ T

0

Z(τ)dW (τ). (2.17)

As a result we get that (2.15)-(2.17) is a closed system. To define a solution to
this system we need some additional notations.

Denote by n = d+ d1, θ = 2d(d+ 1) and by:
S2
T (R

n) the set of all Ft adapted Rn valued processes with the norm

∥γ∥TS = E[ sup
t∈[0,T ]

∥γ(t)∥2] < ∞,

H2
T (R

θ) the set of Rθ-valued Ft adapted processes with the norm

∥Z∥TH =

(
E

[∫ T

0

∥Z(t)∥2dt

]) 1
2

< ∞;

L2
t (Ω, P ) the set of Ft−measurable random variables such that E∥γ(t)∥2 < ∞.

We consider a set Q of functions of the form Φ(y, h) = h · u(y) defined on
Rd ×Rd1 such that for γ = (y, h) ∈ Rn,

∥Φ∥Q = sup
h:∥h∥=1

sup
y∈Rd

|h · u(y)| = sup
y∈Rd

∥u(y)∥ < ∞.

Further we define by ZT = L2(Ω : C([0, T ];Rn)×L2(Ω;C([0, T ];R))×H2
T (R

θ))
the Banach space with the norm

∥(γ(·), Y (·), Z(·))∥Z =
{
∥γ∥TS + ∥Y ∥TS + ∥Z∥TH

} 1
2

for all (γ(·), Y (·), Z(·)) ∈ ZT .
A process (γ(·), Y (·), Z(·)) ∈ ZT is called a solution of (2.15), (2.16) if

γ(t) = γ+

∫ t

0

q(γ(τ), Y (τ), Z(τ))dτ +

∫ t

0

Q(γ(τ), Y (τ), Z(τ))dW (τ), γ(0) = (y, h)

(2.18)

Y (t) = Φ0(γ(T )) +

∫ T

t

M(γ(τ), Y (τ), Z(τ))dτ (2.19)

+

∫ T

t

Q(γ(τ), Y (τ), Z(τ))Z(τ) · dW (τ),
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almost surely.
Denote by m = (γ, Y, Z) ∈ Rn ×R×Rθ,Γ = (q,Q, L)∗. We say that condition

C2.1 holds if for m = (γ, Y, Z):
1. q(m) Q(m) and M(m) have a sublinear growth;
2. ∀κ ∈ Rd ⊗Rd1 ×R×R2d,Γ(κ) is uniformly Lipschitz continuous;
3. u0(x) is bounded and uniformly Lipschitz.
By definition a solution to FBSDE (2.15), (2.16) is a triple of Ft-measurable

stochastic processes (γ(t), Y (t), Z(t)) possessing the following properties

sup
t∈[0,T ]

E∥γ(t)∥2 < ∞, sup
t∈[0,T ]

E∥Y (t)∥21 < ∞, E

∫ T

0

∥Z(t)∥21dt < ∞.

Let us state the following assertion proved in [12].

Theorem 2.1. Assume that C. 2.1 holds. Then there exists a unique solution of
the FBSDE (2.15), (2.16).

Theorem 2.2. Assume that C. 2.1 holds. Then there the solution of the FBSDE
(2.15), (2.16) gives rise to a viscosity solution of the Cauchy problem (2.14) .

Remark 2.3. We say that the system (2.1) has a viscosity solution u(t, y) if Y (0) =
Φ(t, γ) = h · u(t, y) is a viscosity solution of (2.14).

Consider the system (2.4) and show that it might be considered as a scalar
equation.

Remark 2.4. The system (2.4) is equivalent to a scalar equation with respect to
a scalar function v(T − t, x,m) = vm(T − t, x) = um(t, x) and the correspondent
stochastic representation of the solution to (2.4) has the form vm(T − t, x) =
v(T − t, x,m) = E[u0(ξ(T ), ν(T ))], where ξ(t) satisfies the SDE

dξ(θ) = a(ξ(θ), ζ(θ), v(T−θ, ξ(θ), ν(θ)))dθ+A(ξ(θ), ζ(θ), v(T−θ, ξ(θ), ν(θ)))dw(θ),

γ(t) = (y, h), ζ(t) = m,

and ζ(θ) ∈ V = {1, 2, . . . , d1} is a Markov chain with

P{ζ(θ) = l|ζ(t) = m} = qlm.

In addition one can reduce solution of this system to solution of the corresponding
FBSDE [8].

3. Numerical algorithm

Let us consider the Cauchy problem for system (2.13) assuming that it has a
unique continuous solution u(t, x) ∈ Rd. As it was mentioned in the previous
section to construct a solution of (2.13) it is enough to construct a solution to the
FBSDE (2.15), (2.16).

It was observed [9] that one can associate with an FBSDE a certain optimization
problem. Following [9] we consider the FBSDE

dγ(τ) = q(γ(τ), Y (τ), Z(τ))dτ +Q(γ(τ), Y (τ), Z(τ)) · dW (τ), γ(t) = γ, (3.1)

dY (τ) = −M(γ(τ), Y (τ), Z(τ))dτ +Q(γ(τ), Y (τ), Z(τ))Z(τ) · dW (τ), (3.2)

Y (T ) = Φ0(γ(T )).
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and assume that

q : Rn ×R×Rθ → Rn, Q : Rn ×R×Rθ → Rθ,

M : Rn ×R×Rθ → R, Φ0 : Rn → R

satisfy conditions of the existence and uniqueness theorem for solutions of FBSDEs.
Let us treat (3.1), (3.2) as a controlled SDE with Z(t) being a control process

and (γ(t), Y (t)) being the state process. and consider a functional

J(t, γ, Yt, Z(·)) = E[|Y (T )− Φ0(γ(T ))|2|γ(t) = γ]. (3.3)

as a cost functional.
Then we can state an optimal control problem Q as follows:
for any initial triple (t, γ, Y0) ∈ [0, T ]×Rn ×R find Z∗(·) ∈ H2(R

θ) such that

J(t, γ, Y0, Z
∗(·)) = inf

Z̃(·)∈H2

J(t, γ, Yt, Z̃(·)) = V (t, γ, Yt). (3.4)

If FBSDE (3.1), (3.2) admits an Ft-adapted solution (γ(t), Y (t), Z(t)), then
choosing Y0 = h · u(t, y) we obtain

J(t, γ, Y0;Z(·)) = E[|Y (t)− Φ0(γ(t))|2] = V (0, γ, Y0) = 0.

On the contrary if the problem Q admits an optimal triple (γ∗(t), Y ∗(t), Z∗(t))
for given initial triple (0, γ, Y0) with

V (0, γ, Y0) = 0, (3.5)

then (γ∗(t), Y ∗(t), Z∗(t)) is an adapted solution of FBSDE (3.1), (3.2). Hence the
global solvability of the FBSDE is equivalent to to the solvability of problem Q at
some (0, γ, Y0) with additional condition (3.7) to be used to determine Y0.

We use the above observation to derive a numerical scheme which allows to
obtain an approximate solution of the FBSDE (3.1), (3.2) based on the deep
FBSDE theory developed recently in a number of papers [17]– [20]. Thus the deep
FBSDE theory combines probabilistic representations of a solution to the Cauchy
problem for a nonlinear parabolic equation with the neural network theory.

To construct numerically a viscosity solution u of the Cauchy problem (2.13)
we rewrite it as the Cauchy problem Φ(t, y, h) = Y (t) = h · u(t, y), where Y (τ) =
Φ(τ, γ(τ)) = η(τ) · u(τ, ξ(τ)) and (γ, Y ) satisfy (3.1), (3.2) . Then we reduce
solution of the FBSDE (3.1), (3.2) to solution of the following control problem :

to find

inf
Y0,Z(·)

E
[
|Φ0(γ

Y0,Z(·)(T ))− Y Y0,Z(·)(T )|2
]

(3.6)

such that

γY0,Z(·)(t) = γ +

∫ t

s

q(γY0,Z(·)(τ), Y Y0,Z(·)(τ), Z(τ))dτ+ (3.7)

+

∫ t

s

Q(γY0,Z(·)(τ), Y Y0,Z(·)(τ), Z(τ))dw(τ),

Y Y0,Z(·)(t) = Y0 −
∫ t

s

L(γY0,Z(·)(τ), Y Y0,Z(·)(τ), ZY0,Z(·)(τ))dτ +

∫ t

s

Z(τ)dw(τ),

(3.8)
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where Y0 = Y (s)- F0 adapted variable valued in R and Z(t) ∈ Rθ is Ft-adapted
square integrable stochastic process. The couple (Y0, Z(·)) is a control variable of
the considered control problem.

Within this framework

inf
Y0,Z(·)

E
[
|Φ0(γ

Y0,Z(·)(T ))− Y Y0,Z(·)(T )|2
]
= 0

and infimum is achieved when γY0,Z(·)(t), Y Y0,Z(·)(t), Z(t)) satisfy (3.1), (3.2).
To solve the control problem of the form (3.6)-(3.8) it comes to be very effective

to apply the neural network technique. We discuss it while considering a more
advanced control problem below which is similar to schemes suggested in the recent
papers [19], [20].

Let us choose the whole process Y (·) as a control together with Z(·).
Then the control problem has the form :
to find

inf
Φ(·),Z(·)

E

[
|Φ0(γ

Φ,Z(T ))− Y Φ,Z(T )|2 +
∫ T

s

|Y Φ,Z(t)− Φ(t, γ(t))|2dt

]
, (3.9)

where

γΦ,Z(t) = x+

∫ t

s

q(γΦ,Z(τ), Y Φ,Z(τ), Z(τ))dτ+ (3.10)

+

∫ t

s

Q(γΦ,Z(τ), Y Φ,Z(τ), Z(τ))dW (τ),

Y Φ,Z(t) = Y0 +

∫ t

s

L(γΦ,Z(τ), yΦ,Z(τ), ZY0,Z(·)(τ))dτ (3.11)

−
∫ t

s

Z(τ) ·Q(γΦ,Z(τ), Y Φ,Z(τ), Z(τ))dW (τ)

and solution

inf
Φ(·),Z(·)

E

[
|Φ0(γ

Φ,Z(T ))− yΦ,Z(T )|2 +
∫ T

s

|Y Φ,Z(t)− Φ(t)|2dt

]
= 0,

is achieved when γΦ,Z(t), Y Φ,Z(t), Z(t)) satisfy (3.10), (3.11).
To solve this optimal problem effectively one can apply the neural network

technique. Let us recall some notion and results from the neural network theory.
We fix input dimension d0 = d+d1 which equals the dimension of γ = (y, h), the

output dimension d1 = 1 and the global number of layers L+1 The first layer is an
input layer having d0, the last layer is an output layer having d1 = 1 and L−1 layers
between input and output we choose for simplicity having ml = m, l = 1, . . . , L−1.

A feedforward neutral network is a function from Rd0

to Rd1

defined as a map

Sβ : Rd0 → Rd1

of the form

Sβ(γ) = ΓL ◦ ρ ◦ ΓL−1 ◦ · · · ◦ ρl ◦ Γ1(γ) ∈ Rd1

. (3.12)

Here Γl, l = 1, . . . , L are affine transformations of the form Γl(z) = Bl(z) + βl

were a matrix Bl is called weight and a vector βl is called bias. Function ρ : R → R
is called activation function, it is applied component-wise to the outputs of Γl, that
is ρ(γ1, . . . , γm) = (ρ(γ1), . . . ρ(γm)). All matrices Γl and vectors βl, l = 1, . . . , L are
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parameters of the neutral network. We can treat them as an element β of the space

RNm , where Nm =
∑L−1

l=0 ml(1+nl+1) = d0(1+m)+m(1+m)(L−2)+m(1+d1).
For an integer K ∈ N consider a partition t = t0 < t1 < · · · < tK = T of

the interval [t, T ] and define neural network Sβ
k (·) to approximate the function

Φ(tk+1, ·).
Set the network having one input layer with dimension n, two hidden layers

with dimensions m = 1 and one output layer with dimension 1.
For an activation function we choose

ρn(x) = (max(x1, 0), . . . ,max(xn, 0)), x ∈ Rd,

and affine transformations Γβ
q,l : R

l → Rq in (3.12), are chosen to have a form

Γβ,α
q,l (x) =


βα+1 βα+2 . . . βα+l

βα+l+1 βα+l+2 . . . βα+2l

βα+2l+1 βα+2l+2 . . . βα+3l

...
...

...
...

βα+(q−1)l+1 βα+(q−1)l+2 . . . βα+ql




x1

x2

x3

...
xl

+


βα+ql+1

βα+ql+m

βα+ql+3

...
βα+ql+q

 ,

(3.13)
where α = d0.

Finally, we arrive to an optimization problem which could be approximately
solved by applying stochastic descent gradient (SGD) method.

To construct the required approximate solution of (3.10), (3.11) we apply the
Euler-Maruyama scheme to discretize these equations setting γ̄(t0) = γ, Ȳ (t0) =
Y0,

γ̄(tk+1) = γ̄(tk) + q(γ̄(tk), Φ̄(tk), Z̄(tk))∆kt+Q(γ̄(tk), Φ̄(tk), Z̄(tk))∆kw, (3.14)

Ȳ (tk+1) = Ȳ (tk)− L(γ̄(tk), Ȳ
1(tk), Z̄(tk))∆t+ (3.15)

+Z̄j(tk)∆kw.

Here we wrote a discretization of the integral form of the backward SDE rewritten
in the form similar to the integral form of a forward SDE.

We set γ̄(t0) = ξ0, Ȳ (t0) = (h, u0),

Φ̄(tk) = ϕ1(γ̄(tk), ū(tk);βk),

Z̄(tk) = Dϕ1(γ̄(tk), Φ̄(tk);βk),

where D denotes the automatic differentiation operator [21].
Note that solving the last equations we can obtain

ū(tk) = ϕ̃1(ξ̄(tk;βk)),

Z̄(tk) = Dϕ̃1(γ̄(tk;βk)).

Hence, we have to construct a neural network with a multidimensional parameter
β = (y0, z(·)). The loss function has the form

L(β) = inf
β

E

[
|Φ0(γ̄

β(T ))− Ȳ β(T )|2 +
N−1∑
k=0

|Ȳ β(tk)− Φ̄(tk)|2
]
.

Similar to [19] we may write the correspondent algorithm as follows.
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Choosing as an input the Wiener process increments ∆kw, initial parameters β0

and learning rate ϱ we have to obtain as an output the couple (ξ̄q(T ), ȳq(tk)), k =
1 . . . , N . On each interval [tk, tk+1] we solve the optimization problem applying
SGD method (stochastic decent gradient) with q iterations, q = 1, 2, . . . .

1. For q = 1, . . . , set L = 0, γ̄q(t0) = x, Ȳ q(t0) = Φ(γ;βq−1
0 );

2. For k = 0, . . . ,K − 1 set

Φ̄q(tk) = ϕ1(γ̄q(tk), β
q−1
k ),

z̄q(tk) = Dϕ(γ̄q(tk), β
q−1
k ).

3. By Euler -Maruyama schemes (3.14), (3.15) we calculate ξq(tk+1), y
q(tk+1)

and zq(tk+1) on each time interval [tk, tk+1]

γ̄q(tk+1) = γ̄q(tk) + q(γ̄q(tk), Φ̄
q(tk), D̄Φq(tk), z̄

q(tk))∆kt+

+Q(γ̄q(tk), Φ̄
q(tk), D̄Φq(tk), z̄

q(tk))∆kw,

Y q(tk+1) = Y q(tk) + L(γ̄q(tk), Ȳ
q(tk), Z

q(tk))∆t−
−Zq(tk)∆kw.

4.

(βq+1, ȳq+1
0 ) = (βq, ȳq0)− ϱ∇ 1

M

M∑
m=1

∥Ȳ q(T )− Φ0(γ̄
q(T ))∥2.

4. Stochastic models of the forward Cauchy problem for type II
systems

In this section we consider the forward Cauchy problem for systems which do
not admit the above mentioned reduction to the backward Cauchy problem. The
solutions of thses problems should be either measures or measure densities with
respect to the Lebesgue measure.

Let P2(R
d) is the space of probability measures with finite moments of order 2

with the 2-Wasserstein metric

W2(µ, ν) = inf
π∈Π(µ,ν)

(∫
Rd×Rd

∥x− y∥2π(dx, dy)
) 1

2

.

Here Π(µ, ν) is the set of measures on Rd ×Rd with marginals µ and ν.
Stochastic approach to systems of the form

∂um

∂t
=

1

2
Tr∇2[Bm(y, u)um]−div[am(y, u)um]+cm(y, u)um, um(0, y) = u0m(y),

(4.1)

where Bm
ij (y, u) =

∑d
k=1 A

m
ik(y, u)A

m
kj(y, u) was developed in papers [23], [24].

Here we apply a similar approach to systems of the form

∂um

∂t
=

1

2
Tr

d1∑
q=1

∇[Bmq(y, u)∇uq] + cm(y, u)um, (4.2)

um(0, y) = u0m(y).
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This type of systems arises in description of various phenomena in chemistry,
biology and other fields. Among systems of this type there are systems that often
used to model chemotaxis processes [25] such as the well known Keller-Segel system

∂n

∂t
=

1

2
∇ · [k1(n, S)∇n− k2(n, S)]∇S +H(n, S), n(0, y) = n0(y). (4.3)

∂S

∂t
=

1

2
k3∆S +K(n, S) S(0, y) = S0(y) (4.4)

Here n = n(t, y) is a density of cells (or organisms) interacting with a chemoat-
tractant whose density is S = S(t, y). In addition, H and K model the source
terms related to interactions. A probabilistic approach to this particular case of
(4.3) was developed in [22], [26].

To construct Markov processes ξm(t) associated with the Cauchy problem (4.3)
we look for their generators Am defined on twice differentiable functions by a
relation

Amϕ(x) = lim
s→0

Eϕ(ξm(s))− ϕ(x)

s
.

To obtain an explicit expression for A we multiply (4.3) by a test function ϕ ∈
C∞

0 (Rd), integrate the product over Rd and apply the integration by part formula.
As a result we get

− ∂

∂t

∫
Rd

ϕ(y)um(t, y)dy =

∫
Rd

1

2
TrBm(y, u(t, y))∇2ϕ(y)um(t, y)dy+ (4.5)

+
1

2

∫
Rd

d∑
i,j=1

∇iB
ij
m(y, u(t, y))∇yjϕ(y)um(t, y)dy+

∫
Rd

cm(y, u(t, y))ϕ(y)um(t, y)dy,

where m ∈ {1, . . . , d1} .

Assume that Bij
m(y, u) is a positive matrix, Bij

m(y, u) =
∑d

k=1 A
ik
m(y, u)Akj

m (y, u)

for each m = 1, . . . , d1 and ajm(y, u(t, y)) = 1
2

∑d
i=1 uq(t, y)∇yi

Bij
mq(y).

From (4.5) we deduce that the required Markov processes ξm(t) have generators
of the form

Amϕ(y) =
1

2
TrBm(y, u)∇2ϕ(y) + am(y, u) · ∇ϕ(y) (4.6)

defined on twice differential functions.
To construct the Markov processes ξm(t) associated with (4.3) we consider an

SDE

dξm(τ) = am(ξm(τ), u(τ, ξm(τ)))dτ +Am(ξm(τ), u(τ, ξm(τ)))dw(τ), ξm(t) = ξm0,
(4.7)

where ξm0 is a random variable with a distribution P{ξ0 ∈ dx} = µ0(dx).
Keeping in mind (4.7) we obtain

− ∂

∂t

∫
Rd

ϕm(y)um(t, y)dy =

∫
Rd

1

2
Bij

m(y, u(t, y))∇2
yiyj

ϕ(y)um(t, y)dy+ (4.8)

+

∫
Rd

[
aim(y, u(t, y))∇yi

ϕm + cm(y, u(t, y))ϕ(y)
]
um(t, y)dy

that coincides with (4.5).
Hence Markov processes ξm(τ) associated with (4.3) should satisfy (4.7).
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Remark 4.1. In a linear case when coefficients A(y, µ) = A(y) the SDE (4.7) is
called the Stratonovich form of the Ito equation. and could be rewritten in the
form

dξm(τ) = Am(ξm(τ)) ◦ dw(τ), ξm(s) = x, (4.9)

where

[Am(ξm(τ)) ◦ dw(τ)]i =
d∑

k=1

Aik
m(ξm(τ))dwk(τ) +

1

2

d∑
k,l=1

Alk
m(ξm(τ))]∇yl

Aki
m(ξm(τ))dτ.

In nonlinear case (4.9) includes unknown variables ξm(τ) and um(t, y) and we
need more relations to make the system closed. To derive a closing relation we
assume that um(t, y) is a density of a distribution µm(t, dy) = P{ξ(t) ∈ dy} that

is um(t, y) = dµm(t,dy)
dy and consider a relation∫

Rd

ϕ(y)µm(t, dy) = E
[
ϕ(ξm(t))e

∫ t
0
cm(ξm(s),uq(s,ξm(s)))

]
(4.10)

where ϕ is a function from Cb(R
d)Ĉ∞

0 (Rd). The right hand side of (4.10) is a
linear functional for any t ∈ [0, T ] for some T . If it is bounded then by the Riesz
theorem it defines a measure µ.

In what follows we consider another version of a stochastic model associated
with (4.3). Namely, we consider

dξm(τ) = Am(ξm(τ), u(τ, ξm(τ))) ◦ dw(τ), ξm(0) = ξ0m, (4.11)

um(t, y) = E

[
ρ(y − ξm(t)) exp{

∫ t

0

(cm(ξm(s)), u(s, ξm(s)))]ds}
]

(4.12)

where ρ : Rd → R is a mollifier in Rd.
Below we show that if there exists a solution (ξm(t), um(t, y)) of (4.11), (4.12)

and um(t, y) =
∫
Rd ρ(y− x)vm(t, x)dx then vm(t, x) satisfies the Cauchy problem.

∂vm
∂t

=
1

2
T∇(Bm(y, ρ ∗ vm)∇vm) + cm(y, v)vm, (4.13)

v(0, y) = v0.

If we set ρϵ(y) = ϵ−dρ(yϵ ) where the sequence ρϵ weakly converges to the Dirac
measure at zero we may consider a couple (ξϵ(t), vϵ(t, y)) solving (2.19) with ρ(·)
replaced by ρϵ(·). Formally if ρ coincides with the Dirac function we obtain that
v1, v2 satisfy (4.3).

To study systems (4.9), (4.10) and (4.11), (4.12) we need some additional no-
tations.

Let Cd
T = C([0, T ], Rd) be the space of real valued continuous functions on

[0, T ] valued in Rd with the sup-norm ∥ ·∥∞ and ξ be the canonical process on Cd
T .

Denote by Ft(C
d
T ) = σ{ξ(τ), 0 ≤ τ ≤ t}. Let Cb(C

d
T ) and Cb(R

d) denote the space
of bounded real valued functions on Cd

T and Rd respectively, C0(R
d) be the space

of real continuous functions on Rd with compact supports. Let S(Rd) = C∞
0 (Rd)

be the Schwartz space and S ′(Rd) be its dual.
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Denote by Ω =
∏

Ωm, Ωm = Cd
T and Fm = σ{ξm(s); 0 ≤ s ≤ T}. Let ξm(t)

be canonical processes on (Ωm,Fm) = C([0, T ];Rd) that is ξm : Cd
T → Cd

T and
ξm(t) = ωm(t), t ≥ 0, ωm ∈ Cd.

For q ≥ 0 we denote by Pq
m(Cd

T ) the set of Borel probability measures γm,m =
1, . . . , d1, on Cd

T with finite moments of order q and set

Pq = Pq(Ω),

We equip Pq(C
d
T ) with the Wasserstein distance dWt (µ, µ1) defined by

dWT (µ, ν)(t) =

[
inf

π∈Π(µ,µ1)

{∫
Cd

T

∫
Cd

T

sup
0≤s≤T

∥ξ(s, ω)− ξ(s, ω1)∥qdπ(ω, ω1)

}] 1
q

for all t ∈ [0, T ] and let ∥µ∥W be the correspondent norm. Here Π(µ, µ1) denotes
the set of Borel probability measures in P(Cd

T ×Cd
T ) with marginals π(dω,Cd

T ) =
µ(dω) and π(Cd

T , dω1) = µ1(dω1).
Given a measure γm on Cd

T consider the equations

um(t, y) =

∫
Cd
T

ρ(y − ξm(t, ω))Mm(t, ξm(ω), u(ξm(ω)))γm(dω),m = 1, . . . , d1,

(4.14)
where

Mm(t, ξm(ω), u(ξm(ω))) = exp{
∫ t

0

cm(ξm(s), um(s, ξm(s)))ds}.

We say that condition C 4.1 holds if:
1. For a fixed g ∈ Rd1 functions A(y, g),∇yA(y, g) and∇gAm(y, g) are bounded

on Rd in the Frobenius matrix norm;
2. ∇Am(y, g) are Lipschitz continuous functions taking values in Rd⊗Rd⊗Rd1

such that

∥∇yi
Am(y, g)−∇yi

Am(y1, g1)∥2 ≤ LA[∥y − y1∥2 + ∥g − g1∥2], i = 1, . . . , d

3. cm(y, g) are bounded and Lipschitz continuous real valued functions such that

|cm(y, g)− cm(y1, g1)| ≤ Lc[∥y − y1∥+ ∥g − g1∥] m = 1, . . . , d1.

sup
y

|cm(y, g(y))| ≤ Kc.

We consider ξ(t) as the canonical process ξ : Cd
T → Cd

T defined by ξ(t, ω) = ω(t),
0 ≤ t ≤ T, ω ∈ Cd

T .
Let Cd1 denote a linear space of Rd1- valued continuous processes κ(t) defined

on the canonical space Cd
T such that

∥κ∥∞ = Eγ [sup
t

∥κ(t)∥] =
∫
Cd

T

sup
t

∥κ(t, ω)∥γ(dω) < ∞.

Denote by ∥ · ∥∞,K a norm equivalent to the norm ∥ · ∥∞,1 defined by

∥κ∥d1

∞,K = Eγ [supt≤T e
−Kt∥κ(t)∥].

The spaces (C, ∥ · ∥∞) and (C, ∥ · ∥∞,K) are Banach spaces.
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Theorem 4.2. Let condition C 4.1 hold and cm(u) are bounded. Then given
probability measures γm ∈ P(Cd

T ),m = 1, . . . , d1, the system (4.14) has a unique
solution um.

Proof. We consider an operator T γ : Cd1

T → C([0, T ]×Rd;Rd1) defined by

T γ
m(κ)(t, y) =

∫
C1
T

ρ(y − ξm(t, ω))Mm(t, ξm(ω), κm(ω))γm(dω). (4.15)

Besides we introduce an operator g : u ∈ C([0, T ] × Rd;Rd1) 7→ g(u) ∈ Cd1 such
that g(u)(t, ω) = u(t, ω(t)). As a result we have g ◦ T γ maps Cd1 → Cd1 . Hence
(4.15) is equivalent to

u = (T γ ◦ g)(u). (4.16)

We start with an assumption that the map g ◦ T γ has a fixed point λ ∈ Cd1 and
choose qγ = T γ(λ). Since λ is the fixed point of g ◦ T γ we get

λ = g(T γ(λ)). (4.17)

Thus qγ satisfies (4.16). To prove uniqueness of the solution to (4.16) we assume
the contrary. Let there exists two functions α and β satisfying (4.16), that is
α = (T γ ◦ g)(α) and β = (T γ ◦ g)(β). Let L = g(T γ(X)) = g(v), N = g(T γ(Y )).
Since L and N are fixed points of g ◦ T γ then the equality L = N holds γ- almost
everywhere. It remains to prove the map g ◦T γ has a unique fixed point M ∈ Cd1 .

Given a pair (M,N) ∈ Cd1 × Cd1 for any pair (t, y) ∈ [0, T ]× Rd we obtain an
estimate

|T γ
m(M)− T γ

m(N)|(t, y) =

|
∫
C1

ρ(y − ξm(t, ω))[Mm(ξm(ω), L(ω))−Mm(ξm(ω), N(ω))]|γm(dω)

≤ K0e
tKcLcE[

∫ t

0

∥N(s)− L(s)|ds] ≤ K0e
tKcLcE[

∫ t

0

eKse−Ks∥N(s)− L(s)|ds]

(4.18)

≤ K0e
tKcLc

∫ t

0

eKsE[ sup
0≤τ≤s

e−τK∥N(s)− L(s)∥]ds

≤ K0e
tKcLc

eKt − 1

K
∥N − L∥d1

∞,K .

At the next step we consider g(T γ(N))(t) = T γ(N)(t, ξm(t)) and g(T γ(L))(t) =
T γ(L)(t, ξm(t)) and show that

E

[
sup

0≤τ≤T
e−Kt∥g(T γ(N))(t)− g(T γ(L))(t)∥

]

= E

[
sup

0≤τ≤T
e−Kt∥T γ(N)(t, ξm(t))− T γ(L)(t, ξm(t))∥

]
≤ K0e

tKcLc
1

K
∥N − L∥d1

∞,K .
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Evaluating sup over time interval [0, T ] and summing over m we obtain the esti-
mate

∥T γ(N)− T γ(L)∥ ≤
d1∑

m=1

∥T γ
m(N)− T γ

m(L)∥ ≤ d1K0e
tKcLc

1

K
∥N − L∥∞.

As a result we may choose K large enough namely K > d1K0e
tKcLc to ensure

that g ◦ T γ is a contraction map in Cd1 , ∥ · ∥K∞ Hence by the fixed point theorem
we obtain that there exists a unique solution of the equation (5.4) . □

We have proved that for a fixed measure γ = (γ1, . . . , γd1) there exists a unique
solution uγ of (4.16). It remains to study dependence of this solution on γ.

Lemma 4.3. Let C 5.1 holds. Then for the solution of (4.14) an estimate

∥uγm
m (t, y)− uγ̃m

m (t, ỹ)∥2 ≤ L∥y − ỹ∥2 +W 2
t (γm, γ̃m), m = 1, . . . , d1 (4.19)

for any couple (γm, γ̃m) ∈ P2(C
d
T )× P2(C

d
T ) for all (t, y, ỹ) ∈ [0, T ]× T r ×Rd.

Proof. Given (γm, γ̃m) ∈ P2(C
d
T )× P2(C

d
T ) we derive an estimate

∥uγm
m (t, y)− uγ̃m

m (t, ỹ)∥2 ≤ 2[∥uγm
m (t, y)− uγm

m (t, ỹ)∥2 + ∥uγm
m (t, ỹ)− uγ̃m

m (t, ỹ)∥2].
(4.20)

To verify that uγm
m (t, y) is Lipschitz continuous in y we note that the mollifier

ρ in (4.14) is a smooth function and stochastic process Mm(t, ξm(ω), uγ
m(ω)) is

bounded. Then we have

∥uγm
m (t, ỹ)− uγ̃m

m γm(t, y)∥2 = (4.21)

=

∫
Cd
T

|ρ(y − ξm(t, ω))− ρ(ỹ − ξm(t, ω)|Mm(t, ξm(ω), uγm(ξm(ω)))γm(dω)

≤ Lρe
tKρ∥y − ỹ∥.

To estimate the second term in the right hand side of (4.20) we evaluate a difference

∥uγm
m (t, ỹ)− uγ̃m

m γm(t, ỹ)∥2

= |
∫
Cd
T

ρ(ỹ − ξm(t, ω))Mm(t, ξm(ω), uγm(ξm(ω)))γm(dω)

−
∫
Cd
T

ρ(ỹ − ξm(t, ω̃))Mm(t, ξm(ω̃), uγ̃m(ξm(ω̃)))γ̃m(dω)|2

≤
∫
Cd
T×Cd

T

|ρ(ỹ − ξm(t, ω))Mm(t, ξm(ω), uγm(ξm(ω)))

−ρ(ỹ − ξm(t, ω̃))Mm(t, ξm(ω̃), uγ̃m(ξm(ω̃)))|2π(dω, dω̃)
for any π ∈ Π(γ, γ̃). Using the Lipschitz property of ρ, properties of the exponen-
tial and the Gronwall lemma we deduce the estimate (4.19). □

Consider a system of SDEs

ξm(t) = ξ0m +

∫ t

0

am(ξm(τ), uγ(τ, ξm(τ)))dτ +

∫ t

0

Am(ξm(τ), uγ(τ, ξm(τ)))dw(τ),

(4.22)

where γ =
∏d1

m=1 γm and γm = L(ξm) is the law of the process ξm(t).
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Theorem 4.4. Assume that 4.1 holds. Then there exists a unique solution of the
system (4.22), (4.14).

Proof. Let us fix γ which is a product of γm ∈ P2(Cd
T ). We deduce from lemma 4.3

andC 4.1 that there exists a unique strong solution ξm(t), m = 1, . . . , d1 to (4.22).
Based on the Jensen and Burkholder-Davies -Gundy inequalities we can deduce
that there existsK0 > 0 such that E sup0≤t≤T ∥ξm(t)∥2 ≤ K0[1+E∥ξ0m∥2]. Hence

the law Qm(γm) = L(ξm) of the process ξm(t) belongs to P2(Cd
T ).

Consider the map Q : P2(Cd
T ) → P2(Cd

T ) and prove that it is a contractive
mapping in Wasserstein metric.

Let γm and γ̃m belong to P2(Cd
T ) while u and ũ be solutions of (4.14) correspond-

ing to γm and γ̃m respectively. Let ξm and ξ̃m be solutions of (4.22) corresponding
to γm and γ̃m as well.

By definition of the Wasserstein metric we have

[dWT (Q(γ), Q(γ̃))]2 ≤ E sup
0≤t≤T

∥ξ(t)− ξ̃(t)∥2. (4.23)

and from (4.11) and (4.19) we deduce

E sup
0≤t≤T

∥ξ(t)− ξ̃(t)∥2 ≤ C[

∫ T

0

E sup
0≤s≤t

∥ξ(s)− ξ̃(s)∥2dt+
∫ T

0

[dWt (Q(γ), Q(γ̃))]2dt.

Finally, by the Gronwall lemma we obtain

E sup
0≤t≤T

∥ξ(t)− ξ̃(t)∥2 ≤ CeCT

∫ T

0

[dWt (Q(γ), Q(γ̃))]2dt

and keeping in mind (4.23) we get

[dWT (Q(γ), Q(γ̃))]2 ≤ CeCT

∫ T

0

[dWt (Q(γ), Q(γ̃))]2dt.

This estimate allows to apply the arguments of the fixed point theorem to end the
proof. □

At the end we discuss connections between solutions of systems (4.11), (4.12)
and (4.7), (4.10) and their conections with Cauchy problem (4.2).

5. SDEs and the Cauchy problem for PDEs

Now we discuss connections between systems (4.11), (4.12) and (4.7), (4.10). To
this end we denote by [ρ ∗ µm](t, y) =

∫
Rd ρ(y − x)µm(t, dx) and consider systems

ξm(t) = ξ0m +

∫ t

0

am(ξm(τ), uγ(τ, ξm(τ)))dτ+ (5.1)∫ t

0

Am(ξm(τ), uγ(τ, ξm(τ)))dw(τ), ξm(t) = ξm0 ∼ µ0,

uγ(t, y) =

∫
Cd
T

ρ(y − ξm(t, ω))exp

{∫ t

0

cm(ξm(s, ω), uγ(s, ξm(s, ω)))

}
γm(dω)

(5.2)
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and

ξm(t) = ξ0m +

∫ t

0

am(ξm(τ), [ρ ∗ µγ
m](τ, ξm(τ)))dτ+ (5.3)

Am(ξm(τ), [ρ ∗ µγ
m](τ, ξm(τ)))dw(τ), ξm(t) = ξm0 ∼ µ0,

where µm(t, dy) is the measure defined by∫
Rd

ϕ(y)µγ
m(t, dy) = E

[
ϕ(ξm(t))e

∫ t
0
cm(ξm(s),[ρ∗µγ

m](s,ξm(s)))γm(dω)
]

(5.4)

for all ϕ ∈ Cb(Rd) and L(ξm) = γm.

Theorem 5.1. Assume that C 4.1 holds. Then, given solutions (ξm, µγ
m),m =

1, . . . , d1 of the system (5.3), (5.4), the couples (ξm, uγ
m) satisfy (5.1), (5.2) pro-

vided uγ
m = ρ ∗ µγ

m and vice versa if (ξm, uγ
m) satisfy (5.1), (5.2) then there exist

measures µγ
m such that the couple (ξm, µγ

m) satisfy (5.3), (5.4).

Proof. ) Fix t ∈ [0, T ] and denote by F(uγ
m)(t, λ) the Fourier transform of the

function uγ
m(t, y). Let (ξm, uγ

m) satisfy (5.1), (5.2) . Since ρ ∈ L1(Rd) we obtain
from (5.2) that

F(uγ
m)(t, λ) = (5.5)

= F(ρ)(λ)

∫
Cd
T

eiλ·ξm(t,ω)exp

{∫ t

0

cm(ξm(s, ω), uγ
m(s, ξm(s, ω)))

}
γm(dω).

We deduce from the Lebesgue dominated convergence theorem that a function

gγ(t) : λ ∈ Rd 7→ gγ(λ) =

∫
Cd
T

eiλ·ξm(t,ω)e
∫ t
0
cm(ξm(s,ω),uγ(s,ξm(s,ω)))γm(dω) (5.6)

is a continuous bounded function since cm is bounded. In addition gγm(t) is non-
negative definite. To verify this we consider a sequence ak, k = 1, . . . , d of complex
numbers and a sequence of yk ∈ Rd, k = 1, . . . , d. Since for all λ ∈ Rd we have

d∑
k=1

d∑
j=1

akāje
−iλ·(yk−yj) =

(
d∑

k=1

ake
−iλ·yk

) d∑
j=1

aje−iλ·yj

 =

|
d∑

k=1

d∑
j=1

ake
−iλ·yk |2,

hence gγm(t) is non-negative definite. Furthermore one can deduce from the Bochner
theorem that there exists a finite nonnegative measure Borel measure µn(t) on Rd

such that for all λ ∈ Rd

gγm(t, λ) =
1

(2π)
d
2

∫
Rd

e−iλ·yνγm(t, dy). (5.7)

It remains to show that setting µγ
m(t) = νγm(t) we obtain a measure satisfying

(5.4).
Since νγm(t) is a finite non-negative Borel measure one can consider it as a

Schwartz distribution such that F−1(gγm) = νm(t) and for any ϕ ∈ C∞
0 (Rd) we

have |
∫
Rd ϕ(y)ν

γ
m(t, dy)| ≤ ∥ϕ∥∞νγm(t, Rd) < ∞.
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Thus, from equalities (5.5) and (5.7) we obtain that

uγ
m(t, y) = [ρ ∗ µγ

m](t, y) (5.8)

since F(uγ
m) = F(ρ)F(µγ(t)).

On the other hand setting ⟨ϕ, µγ
m(t)⟩ =

∫
Rd ϕ(y)µ

γ
m(t, dy) we deduce applying

the Fubini theorem

⟨ϕ, µγ
m(t)⟩ = ⟨ϕ,F−1(gm)⟩ = ⟨F−1(ϕ), gm⟩ =

∫
Rd

F−1(ϕ)(λ)∫
Cd
T

e−iλ·ξm(t,ω)e
∫ t
0
cm(ξm(s,ω),uγ(s,ξm(s,ω)))γm(dω)dλ

=

∫
Cd
T

∫
Rd

F−1(ϕ)(λ)e−iλ·ξm(t,ω)dλe
∫ t
0
cm(ξm(s,ω),uγ(s,ξm(s,ω)))γm(dω)

=

∫
Cd
T

(∫
Rd

F−1(ϕ)(λ)e−iλ·ξm(t,ω)dλ

)
e
∫ t
0
cm(ξm(s,ω),[ρ∗µγ

m](s,ξm(s,ω)))γm(dω)

=

∫
Cd
T

ϕ(ξ(t, ω)) exp

{∫ t

0

cm(ξm(s, ω), [ρ ∗ µγ
m](s, ξm(s, ω)))

}
γm(dω).

To prove the second assertion of the theorem we note that under assumption
that (ξm(t), µγ

m(t)) is a solution of (5.3), (5.4) setting uγ
m(t, y) = [ρ ∗ µγ

m](t, y) we
obtain that it solves (5.1). Setting ϕ = ρ in (5.4) we obtain (5.2). □

Remark 5.2. The existence of a solution of the system (5.1), (5.2) is equivalent to
the existence of a solution of the system (5.3), (5.4).

To prove it we observe that in the right hand side of (5.8) we get that if the
Lebesgue measure of the set {λ ∈ Rd : F(ρ)(λ) = 0} is equal to zero, then

F(µγ
m(t)) =

F(uγ
m(t, ·))
F(ρ)

a.e. t ∈ [0, T ].

This shows that µγ
m is uniquely defined by uγ

m and vice versa uγ
m is uniquely defined

by µγ
m.

Theorem 5.3. Assume that C 4.1 holds. Then the measures µγ
m defined by (5.4)

satisfy the Cauchy problem

∂µγ
m(t)

∂t
=

1

2
Tr∇[B(y, [ρ ∗ µγ ](t))∇µγ

m(t)] + cm(y, [ρ ∗ µγ ](t))µγ(t), (5.9)

µγ
m(0, dy) = µ0m(dy)

in the weak sense, that is for every t ∈ [0, T ], ϕ ∈ C∞
0 (Rd) it holds∫

Rd

ϕ(y)µγ
m(t, dy) =

∫
Rd

ϕ(y)µ0m(dy)+ (5.10)

+

∫ t

0

∫
Rd

ϕ(y)cm(y, [ρ ∗ µγ
m](τ, dy))µγ

m(τ, dy)dτ

+

∫ t

0

∫
Rd

∇ϕ(y) · am(y, [ρ ∗ µγ
m](τ, dy))µγ

m(τ, dy)dτ

+
1

2

∫ t

0

∫
Rd

∇2ϕ(y)Bm(y, [ρ ∗ µγ
m](τ, dy))µγ

m(τ, dy)dτ.
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Proof. To prove (5.10) we denote by η(t) = e
∫ t
0
cm(ξm(s,ω),uγ(s,ξm(s,ω)))ds and con-

sider the random process ζ(t) = ϕ(ξm(t))η(t). Applying the Ito formula to ζ(t)
and keeping in mind that ξm(t) satisfies (5.3) we obtain

Eζ(t) = E[ϕ(ξ0)] +

∫ t

0

E[∇ϕ(ξm(τ) · am(ξm(τ), [ρ ∗ µγ
m](τ, ξm(τ)))]dτ (5.11)

+
1

2

∫ t

0

E[TrBm(y, [ρ ∗ µγ
m](τ, dy))∇2ϕ(ξm(τ))]dτ

+

∫ t

0

E[ϕ(ξm(τ)cm(ξm(τ), [ρ ∗ µγ
m](τ, ξm(τ)))]dτ.

From the definition of µm(t, dy) in (5.4) and (5.11) we deduce (5.10). □
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